
Microprocessors and Microsystems 82 (2021) 103876

Available online 7 January 2021
0141-9331/© 2021 Elsevier B.V. All rights reserved.

Artificial intelligence enterprise human resource management system based 
on FPGA high performance computer hardware 

Linkai Qi a,*, Kai Yao b 

a School of Management Studies, Shanghai University of Engineering Science, Shanghai, 201620, China 
b School of Management, Fudan University, Shanghai, 200433, China   

A R T I C L E  I N F O   

Keywords: 
Embedded web medical system 
Ct perfusion imaging detection 
Cerebral Hemorrhage 

A B S T R A C T   

A significant role in Artificial Intelligence (AI) and Machine Learning (ML) tools in the recent development of 
intelligent systems. AI solutions to the many other areas, such as a different field of health care, the regional 
aircraft and vehicles, security, marketing, customer analysis and other significant changes. One of the major 
challenges hindering the potential of AI is high-performance computing resources on demand. Recently, the 
hardware accelerator to provide the required computing power of AI and ML tool development. In the literature, 
a hardware accelerator to accelerate the computationally intensive tasks built using FPGA. The accelerator 
provides high-performance hardware, while maintaining the required accuracy. In this work, proposed that the 
focus of AI and ML exploration tools available hardware accelerator, a systematic review of the literature. The 
results showed that, compared to the proof hardware implementation based on software implemented significant 
performance improvements due to the parallel operation similar precision, and using an optimization technique 
designed to exploit the target system device mapping. In addition, to achieve our FPGA-based neural network 
system to support its future use for other applications.   

1. Introduction 

Deep learning algorithms, artificial intelligence main components, 
which have attracted more and more Attention from the industry and 
academic institutions. There is an important use of learning predictive, 
future-oriented smart home environment, deepening FPGA configura-
tion to user actions. Recent studies have discussed the use of different 
data sets based on the depth of learning, to assist in the interests of their 
results. However, ensuring optimal performance to meet the real-time 
applications, so use real-world data sets, the software is designed to 
ensure real-time use conditions. 

Check boxes are scattered from sensors with climate activators in the 
real world. The author predicts the potential of hierarchical neural 
networks in shaping potential human psychology research. In deep 
learning mode, the hardware editor tools are FPGA. The smart home 
network connection ironmen was configured to comply with recently 
implemented policies. Defined as smart homes "that is environmentally 
intelligent automation and control home-like environment." 

This definition indicates that there is a complex design automation 
and intelligent operating system that can use things on behalf of its 
users. In addition to the ability to understand the world using machine - 

based processes, because of their composition, this system can say with 
any certainty the needs of the inhabitants, working hard on the most 
necessary merit-based automation system. Sequence of events produced 
during the prediction phase after an in-depth evaluation of the consumer 
environment interaction. Data gathered from external distributed sen-
sors and propellants must be collected. 

Fig. 1 Produced machine learning algorithms using vector machine 
learning support and in-depth prediction models, such as artificial in-
telligence (AI) technology or neural networks (legislator). It should be 
noted that this type of application, one which causes the smart home to 
anticipate the next behavioral intention, deals with real-time applica-
tions that for a certain period of time are altogether different from other 
implementations. The maximum delay can impact seriououou in some 
applications, even in milliseconds, In other words, Smart home system of 
the prediction system, interactive, robust, must be fast enough to predict 
the behavior of the next user in the dynamic and real-time domain. 
Therefore, not only, by using the simulation software to the laboratory 
of the pad, as well as our system is, even under the constraints of real- 
time response in the real world of the environment, to discuss actively 
Built-in the FPGA hardware implementation kit, which is designed to 
ensure, throughout the experiment, work. 
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The next paragraph different has been represented by a number of 
researchers Other researchers, using the intelligent machines show, as 
was trying to improve the design of such a system, some of the recent 
studies, environment, witty, smart phones and remote control and 
monitoring system we describe the use of the number. Architectural 
design of the proposed list of smart home environment and use in our 
experiments using artificial neural network to explain the prediction 
process. Introduce the use Dataset our results. Discuss results and 
highlights the differences in the use of software and hardware imple-
mentation. Summarize our conclusions. Means that each sub-system by 
introducing new ways of intelligent agents, in order to improve the 
design of smart home field. Moreover, it is calculated using a fogging 
agent (storage agent), which is synchronized to a cloud computing 
environment. The idea behind this design is the personal assistant of a 
synergistic approach to be present in the home. In this design, want to 
focus on the presentation of which depends on the local computing 
Operation by the local IA prediction system. What is important here is 
that such systems, local monitoring also controls all the nodes in the 
home environment, without the need for external cloud-based systems, 
in order to predict the next move stakeholders It is to show that you do 
not have to manage. Cloud system proposed in recent studies, real-time 
applications its associated has been used in many of the concerns. 
Although want to show are arranged in a building in the middleware, 
and how to predict, as described in the next paragraph to be taken to 

overcome the problem of local places, it mentions. Predefined rules and 
variables present in the first stage in FIG automatic mode of operation, 
but also start the learning phase and operating phase. State learning 
phase began collecting nodes, aggregation and analysis of the environ-
ment and build an accurate assumption. Generation assumption is that 
the delivery of the final decision very necessary. The final decision to use 
technology and a strong focus on learning artificial neural network 
based on the formation of IA In the case of us. In the last stage, the action 
of the prediction must be made to the target actuator. 

The ability to make their case when because of human behavior in 
real life is inconsistent, should FPGA design had to accommodate the 
interests of a stakeholder stakeholders to change your mind (manual 
mode) sudden change. It made a deal with a lot of papers presented at 
the use of AI algorithms to predict a user action is very important. 
Prediction accuracy and time consuming process for selecting the best 
algorithm MLA art. Most research paper describing the results available 
to the system. However, these results were collected, and through the 
use of personal computers, servers, and even software environment su-
percomputers focus gather achieve. 

2. Related work 

Network configuration, such as the number and depth of the indi-
vidual layers of neurons of the network, determines the calculation 
speed describe the network software [1]. Although the increase in NN 
depth increases the recognition rate consume More CPU and memory 
resources. In this task, network depth can use a neuron classification 
performance test to determine the number of resources for each layer, 
and the size of the train window by maximizing usage. First, we started 
implementing the hidden layer [2]. 

Then, in order to find the best performance, we increased the number 
of neurons in the layer hidden in the experiment. Then [3] add a second 
layer by increasing the depth of the network. By fixing the number of 
neurons in the first layer, we increased the number of neurons in the 
second layer, which is represented as the highest. Repeat this exercise to 
optimize the number of nodes, the third layer in our network. 

The use of a dropout layer also reduces the impact of over fitting 
problems [4].Drop out between each layer of strands added layer 
completely it has been connected to the 0.5 times. Peeling some cells in 
preventing excessive network parameter update training process [5,6]. 
This technology can reduce the over-fitting drop-out effect. Our region, 
uses two types of experiment at the regional and global regions. To 
predict B5 actuator [7], as shown, a local area using the 7 input sensors. 
All use of the global zone, of these experiments are part-time. Use deep 
learning techniques implemented through multi-layered approach to 
promote the power of neural networks [8,9]. As shown in Table 1, only 
the processing accuracy of 95.85% 245 milliseconds with the desired 
layer prediction using a local sensor generated. The second support can 
significantly improve the accuracy of the performance range of 99.11% 
to real-time applications 387 milliseconds in an acceptable time of the 
first layer [10]. While adding a third layer design model, and did not 
improve accuracy. In addition, three prediction process response time is 
about double what have with two layers [11]. Using local sensors 
mentioned results show when you add a deep learning model to more 
layers, always it does not guarantee the best performance: therefore, 
when you add more layers to examine the need for the optimization 
process of the layers, the system architecture [12]. Second and add the 

Fig. 1. Machine learning introduction diagram.  

Table 1 
Reproduction limits.  

Limits Values 

Reproduction Tool Embedded System 
Package Quality of Service 
Transporting data 250 
Files size 200 mb  
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discussion of system performance prediction of the third layer. This 
experiment, because it uses a sensor layer 86, which is distributed 
throughout the environment, you can see that much higher than the 
response time using the first seven only experiments [13] of the sensor. 
It noted when the accuracy may be significantly enhanced A predicted 
time of 9.1 S add depth learning model of the second layer. 

Add precision value for the third layer, similar results have been 
seen. In other words, support and performance model is not conducive to 
a better model of the third layer; therefore, I decided to consider the 
design of deep learning mode, only the first two, which has the highest 
average accuracy and minimum average prediction time [14]. Math 
neural network model is very simple. However, a large number of op-
erations, requires a lot of computing resources. Therefore, fast and 
efficient realization of the benefits of the neural model to be achieved. 
FPGA-based system, the designers greatly digital design, test immedi-
ately, you can create change in the make-up, and to shorten develop-
ment time. In addition, non-linear activation, for example, one of the 
challenges sigmoid function, hardware implementation, hardware re-
sources due to the implementation of division of labor and time 
complexity and index-related [15]. Thus, the approximation method has 
been proposed based on the S-shaped To effectively achieve function-
ality and to maintain acceptable levels of accuracy, for example, with a 
lookup FPGA platform hardware-based neural network system smart 
home reconfigurable [16]. 

The proposed architecture is the number of hidden layers in the 
neural network and can be configured according to. To achieve high 
performance, each neuron has a processing unit so that they work in 
parallel [17]. The structure of hidden layer 3 is achieved by assigning it 
to each of the processing units of the intermediate layer neural network. 
In the case of a hidden layer configuration, all processing units are 
directly connected to the input buffer and output layer. 
Figure Reconfigurable switches are connected with the activation 
required for reconstruction purposes. What is the result of the FPGA to 
achieve the same accuracy neural networks propose is that achieve in 
mat lab, and accuracy is not compromised, using fixed-point arithmetic 
units due [18]. Use hardware platforms feature calculation being 
executed in parallel mathematical neural network. This feature is not 
available with the software-based, because the neural network to 

perform sequential code to achieve [19]. Illustrate the results of the 
prediction time of the sensor local and global region Different network 
structure. The result is a greatly simulation hardware implementation, 
as compared with the local and global areas, respectively, it showed 
increasing two, ten, three times the average prediction time factors. The 
average forecast of a significant improvement [20]. 

3. Materials and methods 

In today’s era of globalization and the global business market, 
companies It has been forced to fight with the considerable competition 
from all over the world to compete. The trend, recently, the company 
incorporated enterprise groups to enhance the competitiveness of 
China’s place in the steel industry. Then, after the establishment of en-
terprise groups, a lot of problems. This includes how to manage 
geographically distributed enterprises, how to redesign business pro-
cesses, optimize the allocation of global resources, how to handle the 
group and each subsidiary company is a joint-stock company, an inde-
pendent financial statements, as well as how to solve the relationship 
between And each company in the group’s business units. At the same 
time, from material requirements planning, manufacturing resource 
planning enterprise resource planning system to achieve enterprise in-
formation systems in growing demand, those who cannot meet the 
conglomerate’s business management needs. Supply and product de-
livery, etc., because It is, in the separate financial statements, is a public 
Corporation. However, the company is sold, did not have the right to 
purchase. Business processes, will be introduced to the re-grouping of 
advanced enterprise management model for the group. For example, 
customer orders. 

Fig. 2 shows normally, if a customer would like to order steel, orders 
must be sent to the Ministry of the collective contract, then the ability to 
produce the balance of all potential equipment contract by the Ministry 
of scheduling control room, after that, the contract schedule, and sends 
the contract to the corresponding Limited. After the task is completed, 
the logistics company of the product will start the production. Similarly, 
the purchasing department of the group to buy, in order to store them, 
you will receive the material requirements from companies. This is, in 
order to suppress the purchase price of the material, it is possible to 

Fig. 2. Proposed diagram.  
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reduce the procurement costs to the requirements of the bulk purchase. 
By recycling the whole group domain business processes, not only to 
avoid competition between enterprises, enhance the influence and 
improve the quality of materials procurement, reduce procurement 
costs, but also can be used in its own production of each company’s 
strengths, Equipment and products. All in all, the target group man-
agement model, in order to pursue the best interests of the entire group, 
is to optimize the business processes. 

3.1. Enterprise resource management 

According to management, and steel conglomerate course of busi-
ness, corporate hierarchy frame structure is designed as a MES 
(Manufacturing Execution System). Level of the corresponding extended 
functional group administered enterprises, which allow distributed 
throughout the group to share data and company business processes and 
groups such collaboration. Level aimed at achieving the group control 
and decision-making functions. Its overall resource scheduling and 
business groups, and help managers make important decisions. 

Fig. 3 Enterprises can optimize business processes and the ability to 
balance each company, in order to avoid competition between market-
ing and sales company, material procurement, and improve the Group’s 
total revenue. In the function, Enterprise G- including sales manage-
ment, purchase management and resource management. Companies can 
make a single company, In order to achieve the self-management and 
operations, in order to accept the orders and plans of the business of the 
group, marketing management, supply chain management, inventory 
management, in charge of logistics management, cost management, and 
other companies, generating statistical data It is carried out on the basis 
of decisive reliable administration in order to. Enterprise help, in order 
to meet the customer’s order from the ERP, to determine the actual need 
generate demand and sent to the floor plan to send two scheduling what 
is the purpose of processing Production management, production op-
erations to provide significant functional advantages. It Production, in 
order to provide achievable realistic production planning, is the business 
planning and site management systems. We need information more 
specific operational planning and data quality assurance processes and 
standards. Device status, so as to pave the way for the manufacture of the 
way. 

4. Result and discussion 

However, the implementation of enterprise systems, it may become 
time-consuming process of cost push. This is, it is necessary to functional 
business processes and organizations have a deep understanding. To 
form a single integrated solution, so as to abandon the system used in 
various fields and existing software, human resources - Hard Further, the 
entire enterprise - not only IT and network resources, the software there 
is a need to change. This is just not acceptable in the global business 
market of today, time and money is the main driving force. On the other 
hand, enterprise application integration (EAI) is defined as the appli-
cation "of various software models to the existing set of enterprise 
computer applications Integration. 

Table 1 these applications, supply chain management, can customer 
relationship management, or business intelligence applications. 
Together to streamline and automate business processes to such an 
application within an organization connected to the maximum extent 
possible, while avoiding the need for a comprehensive adjustment of 
existing applications or data. However the process, reportedly failed 
mainly because of the need to manage Dynamic aspects of the system, it 
also requires a lot of technical knowledge. However, focusing on the 
point in the integration of the point of a number of enterprise applica-
tions, technology is still in development. Therefore, I no matter, it is 
necessary to the system integration, unified use existing software by 
different departments of the software and hardware platform, proposes 
the key attributes of the enterprise system. This model, enterprise sys-
tems, multiple databases of different departments will be able to realize 
the support service-oriented architecture. 

4.1. Enterprise resource management accuracy 

The rapid development and wide application of the EPS provides 
information systems (IS) the opportunity to study the effects of both the 
theory and practice to develop. Our concern is the use of the EP: How 
enterprise portal, used to design an integrated system, can you are 
helping the collaboration manufacturers in the form of virtual enter-
prise? However, implementation and inappropriate way of corporate 
portal of the theoretical guidance of many challenges, and the lack of 
support for other types of virtual factories and virtual enterprise 
collaboration tools. For small and medium-sized enterprises, in order to 
support to deal with these problems, the new strategy, has proposed a 
virtual factory information system designed. Name this enterprise portal 

Fig. 3. ERP management circuit diagram.  
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solution as a virtual factory. This is designed to establish a process-based 
collaboration network, and enterprise portal by using the exchange of 
information between different manufacturers. 

Fig. 4 shows in now this is a complete market of the time of 
increasingly fierce competition. Companies in order to win the compe-
tition, will continue to implement the technology research and inno-
vation, there is a need to maintain the core competitiveness. Monopoly 
utility U, loss of knowledge sharing of knowledge, cost sharing of 
knowledge C, the income of my knowledge-sharing, when the monopoly 
interests of L, other interests have been through knowledge sharing like 
status, prestige and honor and improve profit sharing knowledge ab-
sorption from other knowledge and interests of member. 

4.2. Enterprise resource management performance 

In general, promote corporate hegemony is referred to member 
companies and other enterprises. In general, there is a virtual enterprise 
core business for supremacy enterprises, many member companies with 
a number close to or knowledge. In the virtual business operations, 
member companies In order to protect its core technology, all of the core 
knowledge, it does not share a virtual company. Hegemony companies 
in order to encourage member companies to invest more knowledge, 
you will need to build some incentives. According to the member 
companies, to stimulate the choices of policy, or will you share the 
knowledge within the range of hegemony makeup of the company? 
Sharing of virtual knowledge, competitiveness of enterprises, is even 
more of the Constitution and key confusion. Therefore, knowledge 
sharing mechanism of virtual enterprise is very important. 

Fig. 4. Enterprise resource management accuracy.  

Fig. 5. Enterprise resource management performance.  
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Fig. 5 shows the Dynamic Enterprise Alliance is called virtual or 
virtual enterprise alliance. Virtual enterprise, to establish a dynamic 
alliance of several different core competence of market opportunities on 
the basis of the network of technical information, is a study by com-
panies and organizations. They share a part of the eugenics of resources 
by signing a contract to have a common goal. There are several methods 
for analyzing the knowledge sharing game. Knowledge sharing between 
the two dominant companies hegemony member companies. In the 
latter case, you can use the analysis recovery induction and working 
model of competition. 

5. Conclusion 

The development of the knowledge economy, companies will pay a 
high new technology research expenses; at the same time, it may not be 
possible in fierce competition with other company’s good returns in the 
market. Instead, it can be highly combine dynamic alliance of companies 
can collaborate, share information and knowledge with each other and 
improve competitiveness. Tucker proposed prison dilemma game, has 
become a classic game mode, it has been applied in many fields. Com-
plementary knowledge, assuming that two member companies A and B 
exist to share knowledge of A and B are their two, and will share a 
separate decision or not, at the same time. Assuming that the policy set, 
it is possible to influence the decision-making factors. 

Declaration of Competing Interest 

We declare that we do not have any commercial or associative in-
terest that represents a conflict of interest in connection with the work 
submitted. 

References 

[1] H.Scott Beirman, Louis Fernandez, Game Theory with Economic Applications, 
Addision-Welsley, 1998. 

[2] J Levin, Relational incentive contracts”, Am Eco Rev 93 (3) (2003) 835–857. 
[3] Fan Ruguo, Han Minchun, Game Theory, Wuhan University Press, 2006, 

pp. 161–165. 
[4] Nicolas Rolland, Renata Kaminska-Labbe, Networking inside the organization:a 

case study on knowledge sharing, J Business Strategy 29 (5) (2008) 7–9. 
[5] Jen-Te Yang, The impact of knowledge sharing on organizational learning and 

effectiveness, J Knowledge Mnage 11 (2) (2007) 84–85. 
[6] Zhao Huijuan, Analysis of knowledge sharing of the game between the 

orgnizations, Business Era 13 (2008) 58. 
[7] Aiqiang Gao Yang, Shiwei tongue, AkiraCho Dongqing, Web services arrangement 

between service conicts and QoS-driven, Lect Comput Sci Notebook 3841 (2006) 
121–132. 

[8] H.H. Jiang, X.H. Yang, K.T. Shadow, Using Jerry variable length chromosome 
genetic algorithm .. composition of the multi-path QoS-enabled services, Infor 
Technol J 10 (1) (2011) 113–119. 

[9] Mingxiang of LU, Haisheng Lithium, Strength CAI, Based on the genetic algorith 
[J], method of semantic web service automatic composition, Software Engineer 
Knowledge Engineer 162 (2012) 727–734. 

[10] B.O.-.H.U. Hang, Duan Zhen Hua, Apply the quantum genetic algorithm in the 
selection of web services, Xi’an Electronic Univer Sci Technol J 37 (1) (2010) 
56–61. 

[11] Wang Yu, Dai Gui Ping, Hou Ya-Sakae, Awareness of trust A dynamic method of 
service selection, Chinese Magaz Comput 32 (8) (2009) 1668–1675. 

[12] Fang Qiqing, Peng Xiao, Liu Qinghua, H.U. Yahui, Global QoS that optimizes web 
service selection algorithms based on moaco for dynamic web service 
configuration, Int Forum Infor Technol Appl 1 (2009) 37–42. 

[13] Lithium Jin Tao, Natsu Kiyoshi Wu, Tan Wei Cave, T.A.O. So Jin, Wang Xiang, Lan- 
Uk Wu, A survey of web seervices selection algorithms based on QoS, Appl Res 
Comput 27 (10) (2010) 3622–3638. 

[14] J. Guo, Electrochemical biosensing dongles on smartphones for emerging medical 
IOT applications, An IEEE Trans Indust Infor 14 (6) (June 2018) 2592–2597, 
https://doi.org/10.1109/tii.2017.2777145. Page. 

[15] L.I.A.N. Wat, T Snow, Y. lu, M. Wang, Wat Deng Xiaoping, Study of hierarchical 
data fusion of intelligent medical surveillance, IEEE Access 8 (2020) 38355–38367, 
https://doi.org/10.1109/access.2019.2958854. 

[16] C Xie, P. Yang, Y. Yang, Open knowledge of access methods in IOT-based hospital 
information systems for concentrating medical records, IEEE Access 6 (2018) 
15202–15211, https://doi.org/10.1109/access.2018.2810837. VolumePage. 

[17] M Elhoseny, G Ramirez Gonzalez, O.M. Abu Elnasr, S.A. Shawkat, N. Arunkumar, 
Farouk, Secure medical data transmission model for ulcercare system, IOT based, 
IEEE Access 6 (2018) 20596–20608, https://doi.org/10.1109/ 
access.2018.2817615. VOLPage. 

[18] Ilium Kenpi, Nouman Ahmed, Andreas Hammer, Olaitan Olabode, 
Bishnu Unnikrishnan, Marco Kosunen, Yussi Ryynänen, Elastic flow control for 
wireless data streaming on, 0141-9331 ISSN, Induct Coup Med Implants 72 (2020), 
102905. 

[19] Ping Liu, Wang Qingqing, Wentao Liu, Enterprise human resource management 
platform based on fpga and data mining, Microprocess Microsyst (2020), 103330. 
ISSN 0141-9331. 

[20] Shaoqin Lu, Enterprise financial cost management platform based on fpga and 
neural network, Microprocess Microsyst (2020), 103318. ISSN 0141-9331.  

Linkai Qi, female, 1986.12. She graduated from Technical 
Economics and Management in Hohai University. Her educa-
tion is PhD in Management from Hohai University. Now she is a 
lecturer in Shanghai University of Engineering Science. Her 
academic research directions include human resource man-
agement, strategic management. She has published more than 
20 SCI, EI and English journal articles, participated in more 
than 30 scientific research projects, and participated in more 
than 20 scientific research projects such as national and pro-
vincial and ministerial projects.  

Kai Yao, male, December 1970. His-title is professor. He is a 
doctor of Management. He graduated from Business Adminis-
tration of China University of Mining and Technolog. Now he is 
a professor in School of Management of Fudan University. His- 
main research interest is human resource management. He has 
published more than 120 academic papers, participated in 
more than 60 projects. 

L. Qi and K. Yao                                                                                                                                                                                                                                

http://refhub.elsevier.com/S0141-9331(21)00055-7/sbref0001
http://refhub.elsevier.com/S0141-9331(21)00055-7/sbref0001
http://refhub.elsevier.com/S0141-9331(21)00055-7/sbref0002
http://refhub.elsevier.com/S0141-9331(21)00055-7/sbref0003
http://refhub.elsevier.com/S0141-9331(21)00055-7/sbref0003
http://refhub.elsevier.com/S0141-9331(21)00055-7/sbref0004
http://refhub.elsevier.com/S0141-9331(21)00055-7/sbref0004
http://refhub.elsevier.com/S0141-9331(21)00055-7/sbref0005
http://refhub.elsevier.com/S0141-9331(21)00055-7/sbref0005
http://refhub.elsevier.com/S0141-9331(21)00055-7/sbref0006
http://refhub.elsevier.com/S0141-9331(21)00055-7/sbref0006
http://refhub.elsevier.com/S0141-9331(21)00055-7/sbref0007
http://refhub.elsevier.com/S0141-9331(21)00055-7/sbref0007
http://refhub.elsevier.com/S0141-9331(21)00055-7/sbref0007
http://refhub.elsevier.com/S0141-9331(21)00055-7/sbref0008
http://refhub.elsevier.com/S0141-9331(21)00055-7/sbref0008
http://refhub.elsevier.com/S0141-9331(21)00055-7/sbref0008
http://refhub.elsevier.com/S0141-9331(21)00055-7/sbref0009
http://refhub.elsevier.com/S0141-9331(21)00055-7/sbref0009
http://refhub.elsevier.com/S0141-9331(21)00055-7/sbref0009
http://refhub.elsevier.com/S0141-9331(21)00055-7/sbref0010
http://refhub.elsevier.com/S0141-9331(21)00055-7/sbref0010
http://refhub.elsevier.com/S0141-9331(21)00055-7/sbref0010
http://refhub.elsevier.com/S0141-9331(21)00055-7/sbref0011
http://refhub.elsevier.com/S0141-9331(21)00055-7/sbref0011
http://refhub.elsevier.com/S0141-9331(21)00055-7/sbref0012
http://refhub.elsevier.com/S0141-9331(21)00055-7/sbref0012
http://refhub.elsevier.com/S0141-9331(21)00055-7/sbref0012
http://refhub.elsevier.com/S0141-9331(21)00055-7/sbref0013
http://refhub.elsevier.com/S0141-9331(21)00055-7/sbref0013
http://refhub.elsevier.com/S0141-9331(21)00055-7/sbref0013
https://doi.org/10.1109/tii.2017.2777145
https://doi.org/10.1109/access.2019.2958854
https://doi.org/10.1109/access.2018.2810837
https://doi.org/10.1109/access.2018.2817615
https://doi.org/10.1109/access.2018.2817615
http://refhub.elsevier.com/S0141-9331(21)00055-7/sbref0018
http://refhub.elsevier.com/S0141-9331(21)00055-7/sbref0018
http://refhub.elsevier.com/S0141-9331(21)00055-7/sbref0018
http://refhub.elsevier.com/S0141-9331(21)00055-7/sbref0018
http://refhub.elsevier.com/S0141-9331(21)00055-7/sbref0019
http://refhub.elsevier.com/S0141-9331(21)00055-7/sbref0019
http://refhub.elsevier.com/S0141-9331(21)00055-7/sbref0019
http://refhub.elsevier.com/S0141-9331(21)00055-7/sbref0020
http://refhub.elsevier.com/S0141-9331(21)00055-7/sbref0020

	Artificial intelligence enterprise human resource management system based on FPGA high performance computer hardware
	1 Introduction
	2 Related work
	3 Materials and methods
	3.1 Enterprise resource management

	4 Result and discussion
	4.1 Enterprise resource management accuracy
	4.2 Enterprise resource management performance

	5 Conclusion
	Declaration of Competing Interest
	References


